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Background: SuperGLUE LeaderBoard
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Background: Generation of Artificial Intelligence 

4https://easyai.tech/ai-definition/ai/



• Today's AI models are typically trained to do 

only one thing. Pathways will enable us to 

train a single model to do thousands or 

millions of things.

• Today's models mostly focus on one sense. 

Pathways will enable multiple senses.

• Today's models are dense and inefficient.

Pathways will make them sparse and efficient.
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SkillNet vs Multi-task Learning
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Multi-task Learning

SkillNet

• Multi-task learning methods typically have one shared feature representation layer (e.g., 

Transformer) plus multiple task-specific prediction layers.

• It is unclear what types of knowledge or skills are learned in the feature representation layer.



SkillNet vs MoE
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• MoE: fully activate all the experts or partially activate a part of experts guided by an additional 

parameterized gating module.



Model Architecture
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Each stands for one particular 
skill. When being applied to one 
task, only the FFN layers 
corresponding to relevant skills 
are activated.

average pooling



Tasks
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Model Training
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Task 1 Task 3 Task 5 Task 2

Mini-batch Mini-batch Mini-batch Mini-batch

• The model is trained on the concatenation of training samples from these tasks.

• In each iteration, a minibatch is selected from one task, and the model parameters are updated 

according to the task-specific objective.



Adaptation to New Tasks
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Skills considered in the multi-task 
training stage are sufficient to 

tackle the new task

The new task may need new skills 
that are unseen in the multi-task 

training stage

Open domain question answering Chinese medical question-answer matching

S8 understanding texts in the medical domain

① ②



Pre-training
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Experiments

• Task-specific fine-tuning
• We fine-tune all the parameters of our BERT model for each task individually. Therefore, we 

have a total of six task specific models in our experiments.

• Joint fine-tuning (Dense) --> Multi-task Learning
• We adopt our BERT as a shared model to obtain feature representation and then feed it to 

multiple task-specific prediction layers. The parameters of the BERT model and all the top 
layers are learned jointly on the six tasks.

• Joint fine-tuning (MoE) --> Mixture of Experts
• Following Shazeer et al. (2017), we set the number of the FFNs in each layer as seven and 

activate the top-2 FFNs for each token, determined by a gating module. The parameters of 
these FFNs are initialized with our BERT model and updated with the task-specific prediction 
layers.
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Results
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Results on New Tasks

• Open domain question answering
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Results on New Tasks

• Chinese medical question-answer matching
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S8 understanding texts in the medical domain



Ablation Study and Analysis

• Average score decrease when any skill is 
removed in the SkillNet model.

• There is a significant drop when deleting the 
general skill s7.

• The task performance drops sharply when 
some closely related skills are removed
• s4 “understand sentiment” for T1 “sentiment 

analysis” 
• S5 “understand questions” for T6 “MRC”
• S6 “understand texts in finance domain” for T3 

“Semantic Similarity”

• Removing s2 significantly affects the 
performance on NER and MRC
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Influence of The Sampling Rate

• We can see that the model performs better when the sampling rate α = 1.0, 
which maintains the natural distribution of the task.

21



Influence of The Number of Top Pathways Layers

• The performance consistently improves as the number grows, demonstrating the 
effectiveness of our SkillNet model.
• The underlying reason is that when more Pathways layers are incorporated, the 

skills are better learned as the number of parameters increases.
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Conclusion

• Present a multi-task Pathways model called SkillNet and its application to 
natural language understanding tasks. 

• SkillNet includes a set of parameterized skill modules and sparsely activate 
some of the modules depending on whether a skill is relevant to the target 
task. 

• The framework is generic and supports both multi-task fine-tuning and pre-
training, both with sparse activation. 

• Results demonstrate that the approach performs better than baseline 
systems on both old and new tasks, and sparse pre-training brings further 
improvements.
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Thanks~


